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A thought-provoking look at statistical learning theory and its role in
understanding human learning and inductive reasoning

A joint endeavor from leading researchers in the fields of philosophy and
electrical engineering, An Elementary Introduction to Statistical Learning Theory
is a comprehensive and accessible primer on the rapidly evolving fields of
statistical pattern recognition and statistical learning theory. Explaining these
areas at a level and in a way that is not often found in other books on the topic,
the authors present the basic theory behind contemporary machine learning and
uniquely utilize its foundations as a framework for philosophical thinking about
inductive inference.

Promoting the fundamental goal of statistical learning, knowing what is
achievable and what is not, this book demonstrates the value of a systematic
methodology when used along with the needed techniques for evaluating the
performance of a learning system. First, an introduction to machine learning is
presented that includes brief discussions of applications such as image
recognition, speech recognition, medical diagnostics, and statistical arbitrage. To
enhance accessibility, two chapters on relevant aspects of probability theory are
provided. Subsequent chapters feature coverage of topics such as the pattern
recognition problem, optimal Bayes decision rule, the nearest neighbor rule,
kernel rules, neural networks, support vector machines, and boosting.

Appendices throughout the book explore the relationship between the discussed
material and related topics from mathematics, philosophy, psychology, and
statistics, drawing insightful connections between problems in these areas and
statistical learning theory. All chapters conclude with a summary section, a set of
practice questions, and a reference sections that supplies historical notes and
additional resources for further study.

An Elementary Introduction to Statistical Learning Theory is an excellent book
for courses on statistical learning theory, pattern recognition, and machine
learning at the upper-undergraduate and graduate levels. It also serves as an
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introductory reference for researchers and practitioners in the fields of
engineering, computer science, philosophy, and cognitive science that would like
to further their knowledge of the topic.
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A thought-provoking look at statistical learning theory and its role in understanding human learning
and inductive reasoning

A joint endeavor from leading researchers in the fields of philosophy and electrical engineering, An
Elementary Introduction to Statistical Learning Theory is a comprehensive and accessible primer on the
rapidly evolving fields of statistical pattern recognition and statistical learning theory. Explaining these areas
at a level and in a way that is not often found in other books on the topic, the authors present the basic theory
behind contemporary machine learning and uniquely utilize its foundations as a framework for philosophical
thinking about inductive inference.

Promoting the fundamental goal of statistical learning, knowing what is achievable and what is not, this book
demonstrates the value of a systematic methodology when used along with the needed techniques for
evaluating the performance of a learning system. First, an introduction to machine learning is presented that
includes brief discussions of applications such as image recognition, speech recognition, medical diagnostics,
and statistical arbitrage. To enhance accessibility, two chapters on relevant aspects of probability theory are
provided. Subsequent chapters feature coverage of topics such as the pattern recognition problem, optimal
Bayes decision rule, the nearest neighbor rule, kernel rules, neural networks, support vector machines, and
boosting.

Appendices throughout the book explore the relationship between the discussed material and related topics
from mathematics, philosophy, psychology, and statistics, drawing insightful connections between problems
in these areas and statistical learning theory. All chapters conclude with a summary section, a set of practice
questions, and a reference sections that supplies historical notes and additional resources for further study.

An Elementary Introduction to Statistical Learning Theory is an excellent book for courses on statistical
learning theory, pattern recognition, and machine learning at the upper-undergraduate and graduate levels. It
also serves as an introductory reference for researchers and practitioners in the fields of engineering,
computer science, philosophy, and cognitive science that would like to further their knowledge of the topic.
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Editorial Review

Review

“The main focus of the book is on the ideas behind basic principles of learning theory and I can strongly
recommend the book to anyone who wants to comprehend these ideas.”  (Mathematical Reviews, 1 January
 2013)

“It also serves as an introductory reference for researchers and practitioners in the fields of engineering,
computer science, philosophy, and cognitive science that would like to further their knowledge of the topic.” 
(Zentralblatt MATH, 2012)

 

From the Back Cover

A thought-provoking look at statistical learning theory and its role in understanding human learning and
inductive reasoning

A joint endeavor from leading researchers in philosophy and electrical engineering, An Elementary
Introduction to Statistical Learning Theory is a comprehensive and accessible primer on the rapidly evolving
fields of statistical pattern recognition and statistical learning theory. Explaining these areas at a level and in
a way that is not often found in other books on the topic, the authors present the basic theory behind
contemporary machine learning and uniquely utilize its foundations as a framework for philosophical
thinking about inductive inference.

Promoting the fundamental goal of statistical learning, knowing what is achievable and what is not, this book
demonstrates the value of a systematic methodology when used along with the needed techniques for
evaluating the performance of a learning system. First, an introduction to machine learning is presented that
includes brief discussions of applications such as image recognition, speech recognition, medical diagnostics,
and statistical arbitrage. To enhance accessibility, two chapters on relevant aspects of probability theory are
provided. Subsequent chapters feature coverage of topics such as the pattern recognition problem, optimal
Bayes decision rule, the nearest neighbor rule, kernel rules, neural networks, support vector machines, and
boosting.

Appendices throughout the book explore the relationship between the discussed material and related topics
from mathematics, philosophy, psychology, and statistics, drawing insightful connections between problems
in these areas and statistical learning theory. All chapters conclude with a summary section, a set of practice
questions, and a reference section that supplies historical notes and additional resources for further study.

An Elementary Introduction to Statistical Learning Theory is an excellent book for courses on statistical
learning theory, pattern recognition, and machine learning at the upper-undergraduate and graduate levels. It
also serves as an introductory reference for researchers and practitioners in the fields of engineering,
computer science, philosophy, and cognitive science that would like to further their knowledge of the topic.
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Users Review

From reader reviews:

Rose Nguyen:

Information is provisions for people to get better life, information presently can get by anyone from
everywhere. The information can be a know-how or any news even a concern. What people must be consider
any time those information which is inside former life are hard to be find than now could be taking seriously
which one works to believe or which one typically the resource are convinced. If you find the unstable
resource then you obtain it as your main information you will see huge disadvantage for you. All of those
possibilities will not happen in you if you take An Elementary Introduction to Statistical Learning Theory as
the daily resource information.

Yolanda Ocasio:

Hey guys, do you desires to finds a new book you just read? May be the book with the subject An
Elementary Introduction to Statistical Learning Theory suitable to you? The particular book was written by
well-known writer in this era. The actual book untitled An Elementary Introduction to Statistical Learning
Theoryis one of several books this everyone read now. This kind of book was inspired many men and
women in the world. When you read this book you will enter the new age that you ever know ahead of. The
author explained their strategy in the simple way, thus all of people can easily to understand the core of this
reserve. This book will give you a great deal of information about this world now. To help you to see the
represented of the world in this particular book.

John Thornton:

The actual book An Elementary Introduction to Statistical Learning Theory will bring that you the new
experience of reading a new book. The author style to describe the idea is very unique. In case you try to find
new book to read, this book very suitable to you. The book An Elementary Introduction to Statistical
Learning Theory is much recommended to you to see. You can also get the e-book from official web site, so
you can more easily to read the book.



Natalie Althoff:

Is it a person who having spare time in that case spend it whole day by means of watching television
programs or just lying on the bed? Do you need something totally new? This An Elementary Introduction to
Statistical Learning Theory can be the respond to, oh how comes? A book you know. You are and so out of
date, spending your free time by reading in this brand-new era is common not a nerd activity. So what these
ebooks have than the others?
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